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Abstract

Managing complexity is an increasing challenge in the development of embedded systems. Some of the factors contributing to the increase in complexity are: the growing complexity of hardware and software, and the increased pressure to deliver full-featured products with reduced time-to-market. An attractive approach to manage the software complexity, reduce time-to-market and decrease development costs lies in the adoption of component-based development. Another raising challenge, due to complexity increase, in embedded systems, is predictability, i.e., the ability to anticipate the behavior of a system at run-time. The particular predictability requirements of embedded systems call for a development framework equipped with techniques and tools that can be applied to deal with requirements such as timing, and resource utilization, already at early-stage of development. Modeling and formal analysis play increasingly important roles in achieving predictability, since they can help us to understand how systems function, validate the design and verify some important properties.

In this thesis, we present a resource-aware framework for designing predictable component-based embedded systems. The proposed framework consists of (i) the formally specified ProCom component model that takes into account the characteristics of control-intensive embedded systems, and (ii) the resource-aware timed behavioral language - REMES for modeling and reasoning about components’ and systems’ functional and extra-functional behavior that includes relevant resource types for embedded systems, associated analysis techniques for various resource-wise properties, and a set of associated tools. To demonstrate the potential application of our framework, we present a number of case studies, out of which one is an industrial research prototype, where the ProCom component model and the REMES behavioral language are applied.
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Chapter 1

Introduction

In the following, we briefly present the motivation of our research for a resource-aware embedded systems design framework (Section 1.1), after which we describe in detail the research problem tackled in this thesis and list the research goals relevant to the problem (Section 1.2). Afterwards, we point out the scientific contributions of the thesis (Section 1.3), before we list the published papers that establish the contributions of the thesis (Section 1.4). Finally, we present the research methodology used for answering the research problem (Section 1.5), and provide an outline of the thesis (Section 1.6).

1.1 Research Motivation

*Embedded systems*, such as mobile phones, car engines, elevators, etc., are part of our daily life, and we are increasingly depending on their reliability in operation. According to IEEE Glossary [1] “an embedded system is as a computer system that is part of a larger system and performs some of the requirements of that system”. Like all computing systems, embedded systems consist of integrated hardware and software parts.

During last decades, the amount of software in embedded systems is increasing at a breathtaking pace. For example, a modern upper-class car holds between a dozen and nearly 100 crosslinked electronic control units (ECU), each with a microprocessor software that amounts to about 1MByte compiled code [9]. This is comparable to what a typical desktop
computer runs today. Reasons for this tremendous increase include the
demand for new functionality on the one hand, and the availability of
powerful and cheap hardware on the other hand. In comparison to a gen-
eral purpose computer, an embedded system has to satisfy the following
extra-functional requirements [15]:

• reaction requirements (such as deadlines and response time), mean-
ing that the system interacts with the physical world in a timely
manner, and

• execution requirements (such as limited available resources, like
computation power, memory space, and channel bandwidth), which
come from the interaction of the system with the underlying plat-
form.

The demanding extra-functional requirements of modern embedded
systems, coupled with the increasing complexity of the underlying soft-
ware, require techniques for managing complexity and for ensuring pre-
dictable system behavior. The existing theories and methods for soft-
ware development, when applied to embedded systems software, reveal
the two major challenges of designing the latter. The first challenge
is to design an artifact (an embedded computer system) that provides
the specified services under given constraints. The second challenge is
that relevant properties of this artifact need to be modeled at different
levels of abstraction by models of adequate simplicity [20, 33]. Accord-
ingly, there is a need for improved software development techniques and
processes that should target taming the software’s growing complexity,
while reducing time-to-market and development costs. The component-
based development (CBD) paradigm seems to be a promising approach
to handle the complexity associated with software development, reduce
time-to-market, introduce structure and abstractions. It enables build-
ing components and software systems from pre-existing individual com-
ponents. The underlying paradigm is that individual components are de-
signed and developed to provide functionality that is potentially reusable
for future systems.

The central point of CBD has been reuse, but for embedded systems
the structure and abstractions introduced by components are equally
important as a basis for the construction of abstract formal models. An
essential benefit of a formal model is that it enforces a precise and unam-
biguous way of component and system specification, which may reveal
1.2 Problem Statement and Research Goals

In the previous section, we have argued that the development of embedded systems is a challenging task, due to their growing complexity and the pervasive nature of their most critical property: resource-limitations. Resource-usage should be predicted and assessed already at the early design phases, since access to such information at early stages of design might help the designer to get insights into the overall system resource-usage, which in turn could help him/her prevent resource misuse at run-time.

Based on the above discussion, we identify our general research problem coming from the embedded systems practice as:

"The need to address the complexity and resource limitations of embedded systems in a structural way and ensure predictability during early stages of system development."

In order to refine the general research problem, we narrow our focus from different perspectives. Firstly, we consider that in order to achieve predictability throughout the development of embedded systems, the designer needs to employ a design framework equipped with analysis methods and tools that can be applied at various levels of abstraction. These methods and tools should provide estimations and guarantees of relevant system properties.

Secondly, we rely on the principle that CBD introduces structure in
design, and provides means of abstraction, while enabling reusability of various types of analysis. Hence, we assume the CBD paradigm in our framework.

Thirdly, in our view, formal analysis of functionality, timeliness and resource usage is an important complement to testing. For instance, ensuring the resource-wise feasibility of a system/component is hard to obtain through testing. Such property can state that the composition of the worst-case resource requirements of components stays within the available resources provided by the implementation platform, or that there exists an execution path that uses no more than the available resources to behave correctly.

Taking into account these objectives, we specify our refined problem statement as:

\[ \textit{Develop a resource-aware framework encompassing modeling and formal analysis of component-based embedded systems.} \]

Research Goals

Decomposing the refined problem statement, we formulate three research goals that we address in this thesis.

Research goal 1.

Component models are indispensable to CBD, as they define rules for constructing individual components and for assembling them into systems. The potential benefits of CBD are as attractive in the domain of embedded systems as they are in other areas of the software industry. Beside component models, component technologies form another central concept of CBD. They make use of component models in practice, that is, a particular component technology provides tools that enable development and deployment of systems that adhere to a corresponding component model. Although there exist several component models and technologies for the development of embedded systems (e.g., AUTOSAR [4], BlueArX [19], COMDES-II [18], Koala [31], Pecos [32], Robocop [24], Rubus [14], and SaveCCM [2]), CBD is still not broadly used in the embedded systems industry. An important reason for such limited success is the difficulty of providing solutions that meet typical embedded system requirements.

Wolf [33] discusses about which domain specific requirements a com-
ponents technology targeting embedded system development should be aware of. In the embedded systems domain, designing for predictability requires architectures that meet both the corresponding functional requirements (e.g., expected services, functionality and features), as well as extra-functional ones (resource-feasibility, timing and/or reliability). In order to simplify analysis and help the intuition behind the embedded system’s functioning, one could create a hierarchy of models that will allow him/her to reason about timed behavior, resource consumption, etc., without going down to the instruction level. For instance, architectural models may be used for modeling the system’s structure, and high-level functionality, assuming different views, whereas behavioral models can be associated with architectures to express much richer semantic models, and describe internal functional and extra-functional behavior, as well as interface behavior [11, 28]. Also, embedded system developers must be able to verify that applications meet their functional and extra-functional specifications. All these demands should be possible to meet when employing a particular component model. However, the specifications of many component models are defined informally and component models suffer from incomplete and imprecisely defined syntax and semantics. A formalization of the component model is then needed, in order to achieve an unambiguous model that can be formally analyzed. Consequently, it is essential to associate the component model and its constructs with a formal semantics to which any design should conform. Such motivation justifies our first research goal:

Develop a formal description of a component model for real-time embedded systems.

(RG1)

Research goal 2.

The diversity of approaches on resource modeling and analysis existing in the literature [21, 22, 23, 10, 17, 13, 3, 27] indicate the difficulty of handling all relevant embedded resources within the same formal model. This calls for an innovative look on resource-aware design methods, based on the experience gathered from the existing modeling approaches. In order to properly specify and analyze embedded systems, the designer requires a modeling language that incorporates resources as primitive types, that is, built in the model. Ideally, the language should be rich
enough to support modeling and analysis of functional and timing behavior too. This would allow for both separation of concerns, as well as easier model-to-model transformations, for analysis purposes. Accordingly, the second research goal can be formulated as:

\[ \text{Develop a behavioral language and associated tool support for modeling and formal analysis of functional, timing and resource-wise behavior of components and their compositions.} \]

(RG2)

Research goal 3.

The usefulness, applicability, and scalability of embedded systems modeling languages and analysis methods can be exercised by performing their validation against measured, quantified behavioral properties. In order to illustrate, as well as validate the applicability of our design framework, we must apply our proposed framework on a number of relevant case-studies. Thus, our third research goal is:

\[ \text{Exercise the applicability of the proposed design framework by modeling and analyzing example embedded systems that are motivated by reality.} \]

(RG3)

1.3 Contributions

In this section, we map the contributions of the thesis to the research problem and goals formulated earlier.

Research goal 1.

\[ \text{ Develop a formal description of a component model for real-time embedded systems.} \]

(RG1)

The contributions addressing RG1 are as follows:
• The formally specified ProCom component model for embedded systems. To address RG1, we have contributed to the development of ProCom, the component model used in this thesis. ProCom is particularly designed to target control-intensive distributed systems, which are a special class of embedded systems that can be found in many products, such as vehicles, automation systems, or distributed wireless networks. In order to address the different concerns at different levels of granularity, ProCom is structured in two distinct, but related, layers (ProSys and ProSave). The two layers differ in terms of granularity, architectural style and communication paradigm. To facilitate analysis, we have defined the formal semantics of ProCom, based on an extension of finite-state machines (FSM). The proposed FSM language has notions of urgency, implicit timing and priorities. Its formal semantics is expressed in terms of timed automata with priorities \cite{7} and urgent transitions \cite{5}. The FSM language has graphical appeal, making it simpler than the corresponding timed automata model, by, e.g., abstracting from real-valued variables and synchronization channels.

Research goal 2.

*Develop a behavioral language and associated tool support for modeling and formal analysis of functional, timing and resource-wise behavior of components and their compositions.*

(RG2)

The contributions addressing RG2 are as follows:

• The Remes behavioral language. Remes is intended as a meaningful basis for modeling and analysis of resource-constrained behavior of embedded systems. Remes is a dense time state-based hierarchical behavioral language that has a notion of explicit entry- and exit points, continuous variables, flows and progress invariants, making it fit for component-based system modeling of timed systems.

• An integration of ProCom and Remes. In order to specify the ProCom behavior via Remes, we need to integrate the two models.
Chapter 1. Introduction

The integration is done via the ProCom's attribute framework, that enables a developer of a ProCom component to specify the corresponding behavior by pointing to a REMES model. Both the ProCom component and the associated REMES model are seen as a reusable unit of composition. To accomplish this, in this thesis, we propose a way of connecting ProCom and REMES together. The relation between the ports of the component and the variables in the REMES model is given by a mapping between the ProCom and REMES interfaces.

• **Performing resource-wise analysis.** To analyze the resource-wise behavior in REMES models, we encode the total resource usage, as a weighted sum, in which the variables capture the accumulated consumption of each resource, respectively. Assuming the encoding, we perform three types of analysis: feasibility analysis, optimal and worst-case resource consumption analysis, and trade-off analysis. Feasibility analysis checks whether the accumulated values of the resources used during all possible system behaviors are within the available resource amounts provided by the implementation platform. Optimal resource usage analysis returns the cost of the of the “cheapest” trace, whereas worst-case resource consumption analysis calculates the cost of the most “expensive” trace that will eventually reach some goal. The latter analysis may help in resolving the possible non-determinism in a component implementation. Trade-off analysis is an approach to balancing trade-offs between conflicting resource requirements: memory vs. execution time, energy vs. memory, etc. The result of this analysis is the best alternative between the conflicting requirements. These analysis goals are encoded in Weighted Computation Tree Logic (WCTL) [6], which is our property specification language.

• **A tool-chain for the REMES language.** To be able to apply our framework, we have developed automated support, as an integrated tool for modeling and analysis of embedded systems. The tool-chain consists of the following tools: (i) a REMES editor for modeling behaviors of embedded components, (ii) a REMES simulator to test timing and resource behavior prior to formal analysis, and (iii) an automated transformation from REMES to priced timed automata, needed for formal analysis. The REMES simulator is out of the scope of this thesis and therefore will only be shortly
1.3 Contributions

Research goal 3.

Exercise the applicability of the proposed design framework by modeling and analyzing example embedded systems that are motivated by reality.

(RG3)

RG3 has been addressed with the following contribution:

- **Validating the resource-aware framework.** ProCom and Remes have been applied on simple, yet relevant “toy examples”: an electronic stability control system, a temperature control system and a turntable drilling system. We also show how to model behavior, and verify the resulted behavioral models of an industrial prototype, a component-based Ericsson Nikola Tesla prototype telecommunication system. In this last case, we validate our models by using the actual values of timing, CPU, and memory usage in our models, measured by Ericsson researchers on the prototype’s source code.

Hence, all three research goals have been targeted, and consequently, also the refined problem statement "develop a resource-aware framework encompassing modeling and formal analysis of component-based embedded systems". Needless to say, we have provided only one solution to the research problem, out of a possibly large pool of valid solutions.

The resource-aware framework that we present in this thesis includes two parts:

1. The formally specified ProCom component model that fulfills the requirements coming from a class of embedded systems that primarily perform real-time controlling tasks;

2. The Remes behavioral language for describing component’s and system’s functional and extra-functional behavior (such as timed behavior and resource consumption), associated analysis techniques for various resource-wise properties, and a set of tools implementing the former.
1.4 Publications

This section presents planned and published papers related to the thesis. The publications are divided into two categories: (i) papers that are fundamental for the thesis contributions; and (ii) papers that are related to the thesis.

1.4.1 Description of fundamental publications

Licentiate thesis


  **Summary:** In this thesis, we introduce the ProCom component model for building embedded systems, as well as the REMES behavioral language for describing the internal behavior of components.

  **Usage in the thesis:** This doctoral thesis is a continuation of the research work presented in the licentiate thesis. In the doctoral thesis we extend the REMES behavioral language, introduce an algorithm for automatic transformation from REMES to priced timed automata, show a tool for modeling and analysis of REMES models, present an integration of ProCom and REMES, and validate the REMES behavioral language.

Journals


  **Summary:** This paper is based on the work presented in papers E and G. Additionally, the paper presents an extension of the REMES behavioral language, reveals a solution for the problem regarding the access to shared variables of REMES modes, and presents an algorithm for transformation of REMES modes to priced timed automata.

  **Contribution:** I and Marin Orlić are the main authors of this paper. I am responsible for addressing the problem with access to
shared variables of Remes modes. Together, Marin Orlić and I have formally defined the automated transformation from Remes into priced timed automata, with equal contribution.

**Usage in the thesis:** This paper is a basis for Chapter 4 and Chapter 6. It describes the extended version of the Remes behavioral language, the algorithm for transforming Remes modes into priced timed automata, and the Remes tool-chain.


  **Summary:** This paper presents a survey of a number of component models, described and classified with respect to a three dimensional classification framework, which groups different aspects of the development process of component models. As such, this classification framework identifies common characteristics as well as differences between selected component models. The results of the comparison have led to some observations which are discussed in this paper.

  **Contribution:** This paper was written with an equal contribution of the first three authors. All the coauthors have contributed with ideas, discussions, and reviews. I was responsible mainly for the lifecycle dimension and shared the responsibility with Sérine Sentilles for collecting, analyzing and classifying in tables the included component models. The classification framework was developed in several iteration steps including observations and analysis. It was discussed with several CBD and empirical software engineering researchers and experts from different engineering domains.

  **Usage in the thesis:** This paper is used in Chapter 8 for describing the state of the art of component models for embedded systems. In addition, the knowledge gained from this paper is used as a basis for designing the ProCom component model, presented in Chapter 3.

**Conferences and workshops**

- **paper C.** *Validation of Embedded Systems Behavioral Models on a Component-Based Ericsson Nikola Tesla Demonstrator.* Aneta

Summary: In this paper, we show how to model extra-functional behavior, and verify the resulted behavioral models of a component-based Ericsson Nikola Tesla prototype telecommunications system. The models are described in our REMES language, with Priced Timed Automata semantics that allows us to apply UPPAAL-based tools for model-checking the system’s response time and compute optimal resource usage traces. The validation of our models is ensured by using actual values of timing, CPU, and memory usage in our models, measured by Ericsson researchers on the prototype’s source code. For timing, the result of our verification is then compared to the measured value.

Contribution: I was the main author of this paper. I contributed to this paper with modeling and analyzing the ENT system. All the coauthors have contributed with valuable discussions and reviews. The requirements and measurements of the ENT system were given by the last two coauthors of this paper, researchers at Ericsson, Croatia.

Usage in the thesis: This paper is a basis for Chapter 7 and describes the validation of the REMES behavioral language on the ENT system.


Summary: In this paper, we show how the ProCom component model can be combined with the REMES behavioral language. This permits analysis of system properties, while also supporting reuse of behavioral models when components are reused.

Contribution: I was the main driver of this paper. I proposed a way of mapping the ProCom component interface onto the entry and exit variables of REMES modes, such that the two models become connected. Séverine Sentilles was in particular responsible for implementing this connection through the ProCom attribute
framework. I was also responsible for exemplifying the connection on a turntable system. All the coauthors have contributed with valuable discussions and reviews.

Usage in the thesis: This paper is a basis for Chapter 5 where the integration of ProCom and REMES is presented.


Summary: In this paper, we present our REMES tool-chain that can be employed for construction and analysis of embedded behavioral models. The tool-chain consists of the following tools: (i) a REMES editor for modeling behaviors of embedded components, (ii) a REMES simulator to test timing and resource behavior prior to formal analysis, and (iii) an automated transformation from REMES to priced timed automata, needed for formal analysis.

Contribution: I and Marin Orlić were the main authors of this paper. I was the REMES tool-chain leader and supervisor, and contributed with suggesting a design of the REMES editor and the REMES meta-model. I and Marin Orlić developed an algorithm for transforming REMES into priced timed automata. Dinko Ivanov developed the REMES editor and Marin Orlić developed the REMES simulator. Cristina Seceleanu coordinated the work on the REMES tool-chain and reviewed the paper.

Usage in the thesis: This paper is a basis for Chapter 6 where the REMES editor and the transformation from REMES to priced timed automata are presented.


Summary: In this paper, we define the formal semantics of the ProCom component model in a small but powerful finite state-machine based formalism, with notions of urgency, timing, and
priorities. As such, the formalism provides an unambiguous description of the modeling elements of ProCom, sets the ground for formal analysis using other formalisms, and provides and intuitive and useful description for both practitioners and researchers.

**Contribution:** I was the main author of this paper. I and Jagadish Suryadevara contributed with defining a formal semantics of the ProCom component model and exemplifying it on the modeling elements of ProCom. All the coauthors have contributed with valuable discussions and reviews. The paper proceeded from a technical report that was written together with Jagadish Suryadevara.

**Usage in the thesis:** This paper is used in Chapter 3 for describing the formal semantics of the ProCom component model.


  **Summary:** This paper introduces the model REMES for formal modeling and analysis of both functional and extra-functional behavior of interacting embedded components. REMES is a state-based behavioral language with support for hierarchical modeling, resource description, continuous time, and notions of explicit entry and exit points that make it suitable as a semantic basis for component-based modeling of embedded systems. The analysis of REMES-based systems is placed around a weighted sum in which the variables capture the accumulated consumption of resources, respectively.

  **Contribution:** This paper was written with equal contribution from all the authors. I particularly worked on the classification of the resources and specified, modeled in REMES, and analyzed in UPPAAL CORA [30] the TCS system presented as a case study in the paper.

  **Usage in the thesis:** This paper is a basis for Chapter 4 where the REMES behavioral language is introduced.

- **paper H.** A Component Model for Control-Intensive Distributed Embedded Systems. Séverine Sentilles, Aneta Vulgarakis, Tomáš
Bureš, Jan Carlson, and Ivica Crnković. 11th International Symposium on Component Based Software Engineering (CBSE 2008), Karlsruhe, Germany, October 2008.

Summary: In this paper, the two-layered ProCom component model for design and development of control-intensive distributed embedded systems is introduced. ProCom takes into account the most important characteristics of these systems and employs the concept of reusable components throughout the whole development process, from early design to deployment. The two-layered model is developed to efficiently cope with different design paradigms that exist at different abstraction levels of embedded systems (high level view of loosely coupled subsystems and a low-level view of control loops controlling a particular piece of hardware). Additionally it provides ground for analysis and predicting properties (e.g., timed behavior and resource consumptions) in such systems.

Contribution: This paper was written with equal contribution from all the authors, and proceeded from a technical report that was written together with all the authors. I took part in the discussions and contributed with writing and improving parts of the paper, particulary in the discussions about the semantics of the component model, analysis and predicting properties and the related work section. The ProCom component model that we describe in this paper was developed in several iteration steps resulting from the conducted discussions between the authors.

Usage in the thesis: This paper is a basis for Chapter 3 where the ProCom component model is introduced.


Summary: In this paper, we discuss several representative frameworks that model and estimate resource usage of embedded systems, identifying their advantages and limitations. As such, we divide the variety of approaches existing in the literature into three distinctive categories: code-level resource modeling and analysis of component assemblies, UML-based description of embedded re-
sources and higher-level formal approaches based on temporal logics and process algebras. In the end, we present the resource-aware development view that we are adopting throughout the rest of the thesis.

Contribution: This paper was written with equal contribution from both authors. I was specifically working on the code-level and UML-based resource modeling and analysis.

Usage in the thesis: This paper is used in Chapter 8 for describing the state of the art of embedded systems resources modeling and analysis. In addition, the knowledge gained from this paper is used as a basis for designing the REMES behavioral language, presented in Chapter 4.

1.4.2 Publications related to the thesis

Journals


Conferences and workshops

• Classification and Survey of Component Models. Ivica Crnković, Aneta Vulgarakis, Mario Žagar, Ana Petričić, Juraj Feljan, Luka Lednicki, and Josip Maras. DICES workshop @ SoftCOM 2010, Bol, Croatia, September 2010.


MRTC reports

• Connecting ProCom and REMES. Aneta Vulgarakis, Séverine Sentilles, Jan Carlson, and Cristina Seceleanu. MRTC report ISSN 1404-3041 ISRN MDH-MRTC-244/2010-1-SE, Mälardalen Real-Time Research Centre, Mälardalen University, May, 2010.


• REMES: A Resource Model for Embedded Systems Cristina Seceleanu, Aneta Vulgarakis, and Paul Pettersson. MRTC report ISSN


### 1.5 Research Methodology

Depending on the kind of problem to solve and the context of the problem, different research methodology can be used. Research methods and research methodology are two terms that are often interchangeably used. Strictly speaking, there is a slight difference between the two. Research methods aim to find solutions to research problems and they describe the concrete ways in which one could solve a given problem. Example research methods are: conducting experiments, testing, surveys, interviews, lessons learned, critical analysis of the literature and the like. We refer the reader to [16] for a summary of computing research methods. On the other hand, the Merriam-Webster dictionary defines methodology as a "a body of methods, rules, and postulates employed by a discipline: a particular procedure or set of procedures". In other words, methodology is the general plural term for all the individual research methods one has chosen, but there are certain types of methodologies which encompass and use specific methods e.g., quantitative/qualitative methodologies.
In our view, a research process describes the stages for conducting a research; it starts with defining a problem, and ends with proposing a solution for that problem. During the research process, one may use one or combine several research methods in order to address a certain research goal. The use of one or more research methods to address a certain research goal may create several research results. The research process that is used in this thesis is presented in Figure 1.1. It consists of four main stages as follows: identification of a general research problem, identification of a refined research problem in a research setting, studying and addressing the refined problem and validation. As such, the process begins with identification and formulation of a general research problem from embedded systems practice, and the ultimate goal is to provide a solution to this practical problem. The solution is obtained in a research setting by refining and narrowing down the general problem, studying the refined problem, and finally validation. Solving the research problem is not a straightforward process but an iterative one, allowing feedbacks between steps. First the research problem is decomposed into research goals, which are clarified, formulated, studied, refined, and even sometimes left aside. When the research results are mature enough, we move to the validation stage that makes us examine the validity of our research results. In using this research process, the validation of the results is crucial in both research and industry settings. If the validation stage fails, the research goals and results need to be revisited, improved, polished, and if necessary discarded.

We have considered the general research problem, the need to address the complexity and resource limitations of embedded systems in a structural way and ensure predictability during early stages of system development, and have transferred the problem to a research setting (see Section 1.2). In order to understand the problem both from an industrial and also scientific perspective, we have performed information gathering and studied the state of the art and state of the practise covering previous work done on the research problem. In scientific research, the role of previous work is to give a background for the research problem, and especially explicate the industrial relevance and scientific novelty of the research. During this stage we have used the research method that is close to the so called critical analysis of literature [34] method. This method is a historical one that aims to provide an exhaustive summary of literature relevant to a research problem, by collecting and analyzing data from published materials. The analysis part provides the opportu-
nity to draw conclusions from a broad range of approaches. We have performed our literature review in several iterations, and we have discussed the concluded results. In difference to the traditional critical analysis of literature, we have not identified a list of databases for searching related work, and have not classified the papers covering the related work according to their citation indexes. The investigation of the related work has resulted in two papers: paper B and paper I (see Section 1.4). As a result we have studied several (embedded systems') component models and a number of frameworks that model and estimate resource usage of embedded systems.
On this basis we have moved to the next stage of our research process - studying the research problem. During this stage we have used the proof of concept (also known as proof of principle) research method \[12\]. It involves creating solutions, methodologies, concepts, and techniques in an iterative manner. Note that this research method has a lot in common with software development \[25\], as in software development the goal is to create a working software system.

Our studying research stage has included several iterations where the research results have been improved through discussions and analysis. First we have conceptualized the problem and have expressed it as research goals, presented in Section \[12\]. Then, we have moved to addressing the research goals by developing solutions, presenting achieved research results and comparing these research results with the research goals. In developing our solutions we have drawn ideas from the related work. In papers A, D, E, F, G and H we have presented our research results on developing a resource-aware framework encompassing modeling and formal analysis of component-based embedded systems. We have proposed a language for component-based design of control-intensive embedded systems (ProCom), and a resource-aware behavioral language for describing component’s and system’s functional and extra-functional behavior (Remes).

The last stage of our research process is validation. Out of the many existing validation techniques \[29\], in our research, we use validation by persuasion, analysis, and example validation. Firstly, we give an explanation and persuade the reader that it is reasonable to use our resource-aware framework in addressing the general research problem. Secondly, by developing examples and performing formal analysis we show how the research results work in practice and whether they can be found satisfactory. According to Shaw \[29\] the validation described in this thesis covers toy-, as well as slice of life examples. A toy example presents a simplified example, which might have been motivated by reality, where as a slice of life example is a system that the author has developed. As such, our research results have been illustrated on simple yet relevant “toy examples”, presented in papers D, G, and H. Accordingly, in paper H we have exemplified the ProCom component model on an electronic stability control system of a car. Further, in paper A and G, we have performed a small case study demonstrating the principles of our resource modeling and analysis approach. The case study have been conducted on an abstracted version of the internal design of a
temperature control system for heat producing reactor. In paper D, we have exemplified our resource-aware framework on a turntable example system, which we modeled as a collection of ProSys components that we have connected to their associated behavioral REMES models. Finally, in paper C, we have showed how to model extra-functional behavior, and verify the resulted behavioral models on a slice of life component-based Ericsson Nikola Tesla (ENT) telecommunications system. The salient point of our model, which enables its validation, is the fact that we have built it by using the timing and resource values extracted from the actual prototype implementation of the ENT system. The REMES behavioral language and the associated analysis techniques have been compared with the related work and have shown to be applicable for the development and analysis of the ENT system.

1.6 Thesis Outline

The outline of the rest of the dissertation is as follows.

- **Chapter 2 - Background** introduces basics in the areas of component-based development, and formal modeling and analysis of software systems. Section 2.1 discusses concepts of components, component-based systems and component models. Section 2.2 gives an overview of (priced) timed automata and model checking, as they will be used throughout this thesis.

- **Chapter 3 - ProCom: A Component Model for Embedded Systems** proposes a two-layer component model for design and development of control-intensive distributed embedded systems. The upper layer - ProSys - is presented in Section 3.2.1 and the lower layer - ProSave - is described in Section 3.2.2. Section 3.2.3 defines the relation between the two layers. The formal semantics of ProCom (Section 3.3) is defined by using a finite state machine (FSM) underlying formalism with notions of urgency, timing and priority, in which the semantics of each ProCom element is defined as a translation relation from ProCom to the FSM language. The ProCom model and its formal semantics are illustrated through a number of interesting examples.

- **Chapter 4 - REMES: A Behavioral Model for Embedded Systems** introduces the behavioral modeling language REMES for
formal modeling and analysis of embedded resources such as storage, energy, communication, and computation (see Section 4.2 and 4.3). Section 4.1 presents a classification of embedded resources, based on their rate of consumption over time, and the attribute of being referable, or not. Section 4.4 shows how a number of important resource analysis problems can be formalized in the framework of (multi-)priced timed automata. Finally, Section 4.5 demonstrates the principles of REMES on a temperature control system for a heat producing reactor.

• Chapter 5 - Integrating ProCom and REMES proposes a way of mapping the ProCom component interface onto the entry and exit variables of REMES modes (see Section 5.1), such that the two models become connected. Section 5.3 demonstrates the mapping on a turntable example system, which is modeled as a collection of ProSys components that are connected to their associated behavioral REMES models. The packaging of a ProCom component and its REMES behavioral model together is done through the ProCom’s attribute framework (see Section 5.2), which will only be shortly described since it is out of the scope of this thesis.

• Chapter 6 - The REMES Tool-chain presents the tool-chain for the REMES language, which can be used for the construction and analysis of embedded system behavioral models. Section 6.1 describes the REMES editor, which is a graphical user interface that allows designing REMES behavioral models. Section 6.2 reveals an algorithm for transformation of REMES modes into priced timed automata.

• Chapter 7 - Case Study: Ericsson Nikola Tesla Demonstrator presents a case study where REMES is applied to model and analyze a telecommunication system by Ericsson Nikola Tesla (see Section 7.3). The ProSys layer of ProCom is used to model the architecture of the ENT demonstrator, as shown in Section 7.3.

• Chapter 8 - Related Work gives a brief survey and relates the contributions presented in the thesis to relevant research, subdivided into two sections. Section 8.1 covers the state of the art of component models for embedded systems. Section 8.2 glances through several representative frameworks that model and estimate
resource usage of embedded systems, pointing out advantages and limitations.

- **Chapter 9 - Conclusions** ends our dissertation with concluding remarks, enumerates the limitations of our results and lists future research directions.
Chapter 2

Background

This chapter introduces important technical concepts used throughout the remainder of this thesis. It provides an introduction to component-based development (Section 2.1) and to formal models and analysis techniques (Section 2.2). However, for more information on component principles and technologies, we refer to ..., and for details on formal models and analysis techniques to ... or ....

2.1 Component-Based Development

The key principle of component-based development (CBD) is to build software systems from existing software units, termed components, that are developed separately with reuse and integration in mind.

2.2 Formal Models and Analysis Techniques

2.2.1 Timed automata

2.2.2 Priced timed automata

2.2.3 Model-checking technique

Model checking is a method of automatically verifying concurrent systems in which a finite state model of a system is compared with a correctness requirement. The process of model checking can be separated
into system modeling, requirement specification and verification. It has a number of advantages over other traditional approaches. This method has been used successfully in practice to verify complex circuit design and communication protocols.
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ProCom: A Component Model for Embedded Systems

3.1 Domain Requirements of the ProCom Component Model

3.2 Syntax and Informal Semantics

3.2.1 ProSys the upper layer

3.2.2 ProSave the lower layer

3.2.3 Integration of layers — combining ProSave and ProSys

3.2.4 Example: An Electronic Stability Control System

3.3 Formal Semantics of the ProCom Component Model

3.3.1 Underlying Formalism and Graphical Notation

3.3.2 Overview of ProCom formalization

3.3.3 Formal Semantics of Selected ProCom Architectural Elements

3.4 Summary
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REMES: A Behavioral Model for Embedded Systems

4.1 Classes of Resources
4.2 Introducing REMES
4.3 Composition of REMES Models
4.4 Formal Analysis of REMES Models
  4.4.1 Feasibility analysis
  4.4.2 Optimal and worst-case resource consumption
  4.4.3 Trade-off analysis
4.5 Example: A Temperature Control System
4.6 Summary
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Integrating ProCom and REMES

5.1 Connecting component interfaces and REMES modes

5.2 Packaging ProCom components and REMES modes together

5.3 Example: A Turntable Drilling System

5.4 Summary
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The REMES Tool-chain

6.1 The REMES Editor

6.2 An Automated Transformation from REMES into PTA

6.3 Summary
Chapter 7

Case Study: Ericsson Nikola Tesla Demonstrator

7.1 Overview of the Validation Process

The validation process that we use in our case study is iterative, allowing feedbacks between steps. It consists of four steps (see Figure 7.1) as follows.

- **I step.** Based on the system functional requirements the designer builds the ProCom architectural model of the system. Similarly, the verification experts uses both the functional- and resource requirements (such as timing, memory, etc.) to develop the REMES behavioral model of the system.

- **II step.** During this step an interface mapping between the ProCom architectural- and the REMES behavioral model is performed, as described in Chapter 5.

- **III step.** The ProCom architectural- and the REMES behavioral model are together transformed to priced timed automata (PTA)
model for formal analysis. The architectural model gives information about the order of execution of the REMES modes modeling the behavior of the components.

- **IV step.** We assume that we have hardware abstraction that provides us with global available resources (e.g., memory budget, cpu load, bandwidth of the communication network, etc.). To perform model-checking, a PTA model of the system is fed into UPPAAL, together with a hardware abstraction and a desired property (requirement) expressed in a temporal logic. UPPAAL then automatically traverses the system’s state space in an exhaustive manner. If an invariant property is satisfied, the tool notifies that the verification finished successfully, or if the invariant property is violated, it reports one of the traces that violates the property as a counterexample to the model. For reachability properties the opposite is true i.e., a trace is reported when the property is satisfied.

Figure 7.1: The system validation process.
7.2 Description of the Demonstrator

Ericsson Nikola Tesla’s (ENT) demonstrator is a prototype of a telecommunications system. It is designed according to current telecommunications industry’s trends of adapting horizontal development (systems built from reusable components) methodologies instead of traditionally used vertical ones (systems built from ground-up in-house, now called legacy systems). The organization of the demonstrator is shown in Figure 7.2 from the perspective of deployment architecture.

Figure 7.2: The deployment architecture of the demonstrator.

In the demonstrator, a new telecommunications service is created with horizontal development. This new service is added to existing, so called basic service that was created over the years with vertical development. More precisely, the basic service performs typical call control functionality: decoding of addressing information and routing calls from one end-point to another. When a special kind of processing is needed, it generates events that result with requests (messages) that are being redirected into the extension service. The extension service processes messages generated by the basic service by performing an AAA (authentication, authorization and accounting) functionality that conforms
to the widely accepted Internet standard called Diameter [26]. The result of the processing are also messages that are sent back to the basic service.

The extension service is realized as clients- and servers cluster, which communicate via Diameter protocol. They should assure high levels of performance through round-robin load balancing, and availability through redundancy. Implementation of high availability and reliability is facilitated with the use of OpenSAF. Previous experiments performed by Ericsson researchers show negligible impact of OpenSAF to the overall performance of the demonstrator [35]. Thus, we omit OpenSAF from experiments shown in this paper.

Pen is a third-party open-source load balancer that was customized for the purpose of load balancing stateful AAA protocol between the basic service and the extension service. Pen maintains the information (e.g., IP addresses and ports) about which call control node is communicating with which Diameter client and uses round-robin method for choosing which client will serve a given request. Diameter client receives AAA requests through the AAA protocol between the basic service and the extension service, transforms them into Diameter-based AAA requests and sends these Diameter-based AAA requests to the Diameter servers cluster.

Diameter relay is a Diameter protocol functionality that is used for balancing the load among Diameter servers. Similar to Pen, it uses round-robin method for choosing which server will serve a given request. Since each Diameter message contains full address information about communicating peers, it just transmits the response received from Diameter server to corresponding Diameter client that originated the initial request. Diameter server receives Diameter-based AAA requests originated on Diameter clients. It processes these requests and returns the results to the relay. Since the original request contained the information about which client created it, the relay knows to which client the response must be sent to.

7.3 The ProCom Architecture of the Demonstrator

In this section, we describe a software architecture of the ENT demonstrator that adheres to the ProCom component model. The internal
design of the ENT demonstrator is modeled by two larger subsystems: *Basic Service* and *Extension Service*, as depicted in Figure 7.3. The interfaces of the subsystems are expressed in terms of message ports.

![Diagram of ProSys model of the ENT demonstrator](image)

**Figure 7.3:** The ProSys model of the ENT demonstrator.

*Basic Service* is an existing legacy ProSys component. *Extension Service* is a subsystem composed of two smaller ProSys components: *Diameter clients cluster* and *Diameter servers cluster*. We consider that there are four clients (resp. servers) in *Diameter clients cluster* (resp. *Diameter servers cluster*). Each of these ProSys components may be further decomposed into either smaller ProSys components, or into ProSave components, depending on the level of complexity of the functionality, and the possibility for distribution. Accordingly, the *Diameter clients cluster* component is built from *Pen* ProSave component and four *Client* ProSave components. Similarly, the *Diameter servers cluster* component is made of *Relay* ProSave component and four *Server* ProSave components.

The component *Basic Service* sends *AAA requests* to *Extension Service*. These requests are forwarded to *Diameter clients cluster* component. Inside this cluster, the *Pen* component is responsible with forwarding these messages in a round-robin fashion to each of the four clients. The *Diameter clients cluster* is the client side of the DIAMETER protocol. Thus, inside *Diameter clients cluster* component *AAA requests* are transformed into *DIAMETER requests* and are forwarded to the *Diameter servers cluster* component. *Relay*, similarly to *Pen*, forwards the *DIAMETER requests* messages in a round-robin manner to each of the four servers. The servers process these requests and return *DIAMETER responses* to *Relay* that forwards them to *Diameter clients cluster*. In the end, *Diameter clients cluster* component transforms *DIAMETER responses* into *AAA responses* and sends them back to *Basic Service*. 
7.4 REMES Modeling and Formal Analysis of the Demonstrator

As previously mentioned, the demonstrator used as the case-study in this paper addresses the telecommunications industry’s trend of adopting the component-based system design paradigm, that is, construct the system out of reusable components, as a combination of in-house but also third party components. The most important requirement imposed on the demonstrator is to ensure an acceptable performance of the extension service, that is, handling 100 calls per second. For this to happen, and assuming a linear timing behavior per bursts of requests, the end-to-end response time of, say, 500 AAA requests should be less or at most 5 seconds.

To verify this, and, at the same time, validate the abstract descriptions, we have considered in our behavioral models (REMES and the corresponding PTA) the actual source code measured values of the authorization request, and authorization answer response times, respectively, as well as their respective CPU load, and memory usage, for each component of the demonstrator: Pen, DIAMETER client, DIAMETER relay, and DIAMETER server.

Before embarking upon formal validation, we need to check the absence of deadlocks, property specified in UPPAAAL as follows:

$$\forall \Box \text{not deadlock}$$

By using the measured values of the demonstrator’s extra-functional attributes, we aim at:

- model-checking the REMES system model’s capacity (number of handled requests per second), as well as

- computing an optimal execution trace for the overall consumption of resources (CPU and memory).

Verifying the demonstrator’s capacity is a crucial performance requirement of the system, and we will next show that we actually deliver a performance guarantee, since model-checking is an exhaustive verification technique. To accomplish the response time verification, we define a global clock variable that stores the elapsed time from the start time of sending the authorization request to the Pen, until the request is served.
Computing optimal resource-aware traces relies on a weighted sum representation of the resource function, which accounts for both types of resources simultaneously, allowing the designer to set the level of criticality for both resources (identical weights meaning equal importance).

7.4.1 The Remes model of the ENT demonstrator

We model the functional, timing and resource usage behavior of the ENT components as models in Remes. Due to space limitation, here we only present the Remes models of the Pen component, one of the clients from Diameter clients cluster and one of the servers from Diameter servers cluster, depicted in Figure 7.4(a), 7.4(b), and 7.4(c), respectively. Relay has similar behavior as the Pen component.

In the ENT demonstrator, we make use of two resources: memory and CPU. We assume CPU as a continuous resource, and we treat memory as a discrete resource. Note that in the current version of the demonstrator the clients and the servers are homogenous. From the measurements performed on the source code, we have concluded that Relay is the the slowest component in the ENT demonstrator and the one that consumes the most resources. Moreover, since the servers are homogenous, we have noticed that Relay’s round-robin load balancing protocol always sends messages coming from the first-, second-, third- and fourth- client to the first-, second-, third- and fourth server, respectively.

The Pen mode is made up of two submodes: Pen\_Input and Pen\_Output. Pen starts executing by entering Pen\_Input mode and its submode Receive\_IP, where it reads instantaneously the addresses of the clients. Pen may be reentered in case the Basic Service component sends a new request (depicted with the Boolean variable req) or in case one of the clients is ready to send a response (i.e., at least one of the Boolean variables client1prio, client2prio, client3prio or client4prio is evaluated to true). Basic Service may send requests to Pen only when Pen is free (captured with the Boolean variable penfree).

The Pen\_Input mode is responsible for sending requests to the clients in a round-robin fashion. We use the variable counter to ensure the round-robin principle. For example, Pen is ready to send a message to Client1 when the guard client1prio and (counter mod 4==0) is evaluated to true. The Pen\_Output mode receives responses from the clients and forwards them to Basic Service.
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Client1 receives requests from Pen, processes them, and forwards the processed requests to Relay. Later, Relay sends responses to the requests back to Client1. Client1 sends on the responses to Pen. Note that Client1 can process only one request at a time. The fact that Client1 has to send back response to Pen before receiving a new request is depicted with the Boolean variable client1prio.

The Client1 component remains in the non-lazy mode Waiting_for_Pen until receiving a send_c1 message from Pen. When this happens, the component goes via sequence of submodes: Client1_to_Relay, Waiting_for_Relay and Client1_to_Pen. Client1 stays in modes Client1_to_Relay and Client1_to_Pen as long as their invariants hold (i.e., until $t \leq 25$ and $t \leq 103$, respectively). The submode Waiting_for_Relay is exited when a relay_to_c1 message arrives.

The Server1 component receives requests from Relay, processes them, and sends them back to Relay. Server1 is entered when send_c1 becomes true. The Server1 mode is exited after 68 time units.

7.4.2 Formal analysis goals

7.4.3 PTA model of the ENT demonstrator and analysis results

We have analyzed the REMES-based ENT demonstrator, by semantically translating it into a network of PTA models, in CORA\footnote{See the web page www.uppaal.org for more information about the CORA tool. CORA is a branch of the UPPAAL tool for cost optimal reachability analysis.}. Here, we present only the PTA models of the Pen_Input submode and the Client1 mode, shown in Figure 7.5 and 7.6 respectively.

The PTA of Pen_Input has six locations: Start, Receive_IP, Waiting_for_BasicService, Pen_to_Client1, Pen_to_Client2, Pen_to_Client3 and Pen_to_Client4. The synchronization between Basic_Service and Pen_Input is modeled with channel req. Similarly, the synchronization between Pen_Input and Client1 is modeled with channel send_c1. The selection of the clients is controlled by the variables client1prio, . . . , client4prio and counter.

The PTA of Client1 consists of five locations: Start, Waiting_for_Pen, Client1_to_Relay, Waiting_for_Relay and Pen_to_Client1. The synchronization between Client1 and Relay is modeled by using two channels send Relay_c1 (models requests sent from Client1 to Relay), and
7.4 REMES Modeling and Formal Analysis of the Demonstrator

(a) The Pen component modeled in REMES.

(b) The Client1 component modeled in REMES.

(c) The Server1 component modeled in REMES.

Figure 7.4: Pen, Client1 and Server1 modeled in REMES.
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Figure 7.5: PTA model of the Pen Input component.

Figure 7.6: PTA model of the Client1 component.

c1_to_relay (models responses sent from Relay to Client1). The synchronization between Client1 and Pen Output is modeled by using channel c1_to_pen.

In our analysis model, we consider CPU to be a more critical resource than memory. The cost model that we use is derived from the measurements carried out on the actual source code. The resource-usage cost is influenced by the weights of CPU and memory, and the consumed resources of all transitions and locations. In the ENT demonstrator, we consider the following total cost function

\[ c_{\text{tot}} = w_{\text{cpu}} \times c_{\text{cpu}} + w_{\text{mem}} \times c_{\text{mem}} \]

where \( w_{\text{cpu}} = 2 \) and \( w_{\text{mem}} = 1 \), and \( c_{\text{cpu}} \) and \( c_{\text{mem}} \) are the accumulated consumed amounts of CPU and memory, respectively.

After providing CORA with the PTA model of the ENT demonstrator, we were able to study the minimum cost reachability problem i.e., to find an execution trace of the system that results in the minimum possible total resource cost. For illustration, let’s check for an optimal trace satisfying the reachability property: \( E<\left( \text{processed}3==4 \right) \), that is, a trace in which four requests are eventually processed by the ENT demonstrator. The execution trace that was found by CORA is presented in Figure 7.7 and the cost of this best trace is 173308. We use the value
781 ms (from code measurements) as time needed for the basic service to process 500 requests.

From our analysis model we were also able to determine the time needed for processing a certain number of requests. For response time only, we have performed the analysis in UPPAAL (in order to get a TA model we have removed the costs from the PTA model). UPPAAL has calculated that the time needed for handling 1 request is 3.42 time units (ms). If we consider that the processing time grows linearly, then for processing 500 requests our UPPAAL model of the ENT demonstrator needs 1710 time units. This number is just slightly higher than the source code measured value, that is, 1690 ms. The verification result shows that the capacity of the demonstrator (extension service alone) is actually greater than the required 100 requests per second. Also, this result concludes our behavioral model formal validation, regarding the end-to-end response time, which has been a central design issue of the demonstrator.

7.5 Summary
Figure 7.7: Optimal trace for processing four requests.
Chapter 8

Related Work

8.1 Component Models for Embedded Systems

8.2 Resource-Aware Modeling and Analysis
Chapter 9

Conclusions

This chapter summarizes the contributions of the thesis, and describes how they relate to existing work in the area. It also presents a number of directions in which this work could be extended in the future.

9.1 Summary and Limitations

9.2 Future work
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